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Z-Estimators

A Z-estimator θ̂n is the approximate zero of a data-dependent function.

More precisely, let the parameter space be Θ and Ψn : Θ→ L be a

data-dependent function between two norm spaces, with norms ‖·‖ and

‖·‖L. A quantity θ̂n ∈ Θ is a Z-estimator if

‖Ψn(θ̂n)‖L
P→ 0
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Consistency

The main consistency result is stated in Chapter 2 and we will now extend

it to the bootstrapped Z-estimator.

The map Ψ : Θ→ L is identifiable at θ0 ∈ Θ if

‖Ψ(θn)‖L → 0 implies ‖θn − θ0‖ → 0 for any {θn} ∈ Θ

We will use the bootstrap-weighted empirical process P◦n to denote either

the nonparametric bootstrapped empirical process or the multiplier

bootstrapped empirical process defined by

f → P◦nf = n−1
∑n

i=1(ξi/ξ̄)f (Xi ), where ξ1, . . . , ξn are i.i.d. positive

weights with 0 < µ = Eξ1 and ξ̄ = n−1
∑n

i=1 ξi .

Let Xn = {X1, . . . ,Xn}.
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Consistency

Theorem (Master Z-estimator theorem for consistency)

Let θ 7→ Ψ(θ) = Pψθ, θ 7→ Ψn(θ) = Pnψθ and θ 7→ Ψ◦n(θ) = P◦nψθ where

Ψ is identifiable and the class {ψθ : θ ∈ Θ} is P-Glivenko-Cantelli. Then,

provided ‖Ψn(θ̂n)‖L = oP(1) and

P(‖Ψ◦n(θ̂◦n)‖L > η|Xn) = oP(1) for every η > 0 (1)

we have both ‖θ̂n − θ0‖ = oP(1) and P(‖θ̂◦n − θ0‖ > η|Xn) = oP(1) for

every η > 0.
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Proof

‖θ̂n − θ0‖ = oP(1) is a conclusion from theorem 2.10. For conditional

bootstrap result, (1) implies that for some sequence ηn ↓ 0,

P(‖Ψ(θ̂◦n)‖L > ηn|Xn) = oP(1), since

P(sup
θ∈Θ
‖Ψ◦n(θ)−Ψ(θ)‖ > η|Xn) = oP(1)

for all η > 0 by theorem 10.13 and 10.15. Thus, for any ε > 0,

P(‖θ̂◦n − θ0‖ > ε|Xn) ≤P(‖θ̂◦n − θ0‖ > ε, ‖Ψ(θ̂◦n)‖L ≤ ηn|Xn)

+ P(‖Ψ(θ̂◦n)‖L > ηn|Xn)

P→0.

Identifiability condition of Ψ implies that for all δ > 0 there exists an

η > 0 such that ‖Ψ(θ)‖L < η implies ‖θ − θ0‖ < δ.
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Weak Convergence

Theorem (Theorem 2.11 in Chapter 2)

Assume that Ψ(θ0) = 0 for some θ0 in the interior of Θ,
√
nΨn(θ̂n)

P→ 0,

and ‖θ̂n − θ0‖
P→ 0 for the random sequence {θ̂n} ∈ Θ. Assume also that

√
n(Ψn −Ψ)(θ0) Z , for some tight random Z , and that

‖
√
n(Ψn(θ̂n)−Ψ(θ̂n))−

√
n(Ψn(θ0)−Ψ(θ0))‖L

1 +
√
n‖θ̂n − θ0‖

P→ 0 (2)

If θ 7→ Ψ(θ) is Frechet-differentiable at θ0 with continuously-invertible

derivative Ψ̇θ0 , then

‖
√
nΨ̇θ0(θ̂n − θ0) +

√
n(Ψn −Ψ)(θ0)‖L

P→ 0 (3)

and thus
√
n(θ̂n − θ0) −Ψ̇−1

θ0
(Z ).
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Previous definition

A map φ : Θ ⊂ D 7→ L is Frechet-differentiable at θ ∈ Θ if there exists a

continuous linear map φ′θ : D 7→ L with

‖φ(θ + hn)− φ(θ)− φ′θ(hn)‖L
1 +
√
n‖θ̂n − θ0‖

→ 0

for all sequences {hn} ⊂ D with ‖hn‖ → 0 and θ + hn ∈ Θ for all n ≥ 1.

An operator A is continuous invertible if A is invertible with the property

that for a constant c > 0 and all θ1, θ2 ∈ Θ,

‖A(θ1)− A(θ2)‖L ≥ c‖θ1 − θ2‖.
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Proof

By the definitions of θ̂n and θ0 and assumption (2),

√
n(Ψ(θ̂n)−Ψ(θ0)) =−

√
n(Ψn(θ̂n)−Ψ(θ̂n)) + oP(1) (4)

=−
√
n(Ψn −Ψ)(θ0) + oP(1 +

√
n‖θ̂n − θ0‖).

Since Ψ̇θ0 is continuously invertible, there exists a constant c > 0 such

that ‖Ψ̇θ0(θ − θ0)‖ ≥ c‖θ − θ0‖ for all θ and θ0 in linΘ. Combining this

with the Frechet differentiability of Ψ yields

‖Ψ(θ)−Ψ(θ0)‖ ≥ c‖θ − θ0‖+ o(‖θ − θ0‖). Combining this with above

equation, we obtain

√
n‖θ̂n − θ0‖(c + oP(1)) ≤ OP(1) + oP(1 +

√
n‖θ̂n − θ0‖).
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Proof

Now we have that θ̂n is
√
n-consistent for θ0 wit respect to ‖·‖. By the

differentiability of Ψ, the left side of (4) can be replaced by
√
nΨ̇θ0(θ̂n − θ0) + oP(1 +

√
n‖θ̂n − θ0‖). And the error terms on both

sides is oP(1). We obtain (3).

Next the continuity of Ψ̇−1
θ0

and the continuous maping theorem yield
√
n(θ̂n − θ0) −Ψ̇−1

θ0
(Z ).
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Weak Convergence

The following lemma allows us to weaken the Frechet differentiability

requirement to Hadamard differentiability when it is also know that
√
n(θ̂n − θ0) is asymptotically tight:

Lemma

Assume the conditions of theorem 2.11 except that consistency of θ̂n is

strengthened to asymptotic tightness of
√
n(θ̂n − θ0) and the Frechet

differentiability of Ψ is weakened to Hadamard differentiability at θ0. Then

the results of theorem 2.11 still hold.
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Proof

The asymptotic tightness of
√
n(θ̂n − θ0) enables expression (4) to imply

√
n(Ψ(θ̂n)−Ψ(θ0)) = −

√
n(Ψn −Ψ)(θ0) + oP(1). The Hadamard

differentiability of Ψ yields
√
n(Ψ(θ̂n)−Ψ(θ0)) =

√
nΨ̇θ0(θ̂n− θ0) + oP(1).

Combining, we have
√
nΨ̇θ0(θ̂n − θ0) = −

√
n(Ψn −Ψ)(θ0) + oP(1).
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Weak Convergence

We now consider the special case where the data involved are i.i.d., i.e.

Ψn(θ)(h) = Pnψθ,h amd Ψ(θ)(h) = Pψθ,h, for measurable functions ψθ,h,

where h ranges over an index set H. The following lemma gives us

reasonably verifiable sufficient conditions for (2) to hold:

Lemma

Suppose the class of functions {ψθ,h − ψθ0,h : ‖θ − θ0‖ ≤ δ, h ∈ H} is

P-Donsker for some δ > 0 and

sup
h∈H

P(ψθ,h − ψθ0,h)2 → 0, as θ → θ0

Then if Ψn(θ̂n) = oP(n−1/2) and θ̂n
P→ θ0,

√
n(Ψn −Ψ)(θ̂n)−

√
n(Ψn −Ψ)(θ0) = oP(1)

.
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Proof

Let Θδ ≡ {θ : ‖θ − θ0‖ ≤ δ} and define the extraction function

f : `∞(Θδ ×H)×Θδ 7→ `∞(H) as f (z , θ)(h) ≡ z(θ, h), where

z ∈ `∞(Θδ ×H). Note that f is continuous at every point (z , θ1) such

that suph∈H |z(θ, h)− z(θ1, h)| → 0 as θ → θ1. Define the stochastic

process Zn(θ, h) ≡ Gn(ψθ,h − ψθ0,h) indexed by Θδ ×H. As assumed, the

process Zn converges weakly in `∞(Θδ ×H) to a tight Gaussian process

Z0 with continuous sample paths with respect to the metric ρ defined by

ρ2((θ1, h1), (θ2, h2)) = P(ψθ1,h1 − ψθ0,h1 − ψθ2,h2 + ψθ0,h2)2. Since,

suph∈H ρ((θ, h), (θ0, h))→ 0 by assumption, we have that f is continuous

at most all sample paths of Z0. By Slutsky’s theorem, (Zn, θ̂n) (Z0, θ0).

The continuous mapping theorem now implies that

Zn(θ̂n) = f (Zn, θ̂n) f (Z0, θ0) = 0.
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Weak Convergence

In addition to the assumptions in above lemma, we are willing to assume

{ψθ0,h : h ∈ H}

is P-Donsker, then
√
n(Ψn −Ψ)(θ0) Z and all of the weak convergence

assumptions of theorem 2.11 are satisfied.

Alternatively, we could just assume that

Fδ ≡ {ψθ,h : ‖θ − θ0‖ < δ, h ∈ H}

is P-Donsker for some δ > 0.

Jianqiao Wang Z-estimators September 9, 2021 15 / 32



Weak Convergence

Now, consider the two bootstrapped Z-estimators previously discussed,

multinomial bootstrap and multiplier bootstrap. For the multiplier

bootstrap we make the additional requirements that

0 < τ2 = var(ξ1) <∞ and ‖ξ1‖2,1 ≤ ∞. We use
P
 
◦

to denote either
P
 
ξ

or

P
 
W

depending on which bootstrap is being used. Let the constant k0 = τ/µ

for the multiplier bootstrap and k0 = 1 for the multinomial bootstrap.
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Weak Convergence

Theorem

Assume Ψ(θ0) = 0 and the following hold:

(A) θ 7→ Ψ(θ) is identifiable.

(B) The class {ψθ,h; θ ∈ Θ, h ∈ H} is P-Glivenko-Cantelli.

(C) The class Fδ ≡ {ψθ,h : h ∈ H} is P-Donsker for some δ > 0.

(D) suph∈H P(ψθ,h − ψθ0,h)2 → 0, as θ → θ0, for some δ > 0.

(E) ‖Ψn(θ̂n)‖L = oP(n−1/2) and P(
√
n‖Ψ◦n(θ̂◦n)‖L > η|Xn) = oP(1) for

every η > 0.

(F) θ 7→ Ψ(θ) is Frechet-differentiable at θ0 with continuously invertible

derivative Ψ̇θ0 .

Then
√
n(θ̂n − θ0) −Ψ̇−1

θ0
Z , where Z ∈ `∞(H) is the tight, mean zero

Gaussian limiting distribution of
√
n(Ψn−Ψ)(θ0), and

√
n(θ̂◦n− θ̂n)

P
 
◦
k0Z
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Weak Convergence

Condition (A) is identifiability. Condition (B) and (C) are consistency and

asymptotic normality conditions for the estimating equation. Condition

(D) is an asymptotic equicontinuity condition for the estimating equation

at θ0. Condition (E) simply states that the estimators are approximate

zeros of the estimating equation, while condition (F) specifies the

smoothness and invertibility requirements of the derivative of Ψ.

Jianqiao Wang Z-estimators September 9, 2021 18 / 32



Example: Right-censored Kaplan-Meier Estimator

In Section 2.2.5, right-censored Kaplan-Meier estimator is shown to be a

Z-estimator with a certain estimating equation Ψn(θ) = Pnψθ(t), where

ψθ(t) = 1{U > t}+ (1− δ)1{U ≤ t}1{θ(U) > 0} θ(t)

θ(U)
− θ(t)

where U, δ is the observed right-censored survival time and censoring

indicator. The limiting estimating function Ψ(θ) = Pψθ is

Ψ(θ)(t) = θ0(t)L(t) +

∫ t

0

θ0(u)

θ(u)
dG (u)θ(t)− θ(t)

where G is the censoring distribution and L = 1− G . t and [0, τ ] play the

roles of h and H.
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Example: Right-censored Kaplan-Meier Estimator

Verify identifiablity: let

εn(t) =
θ0(t)

θn(t)
− 1

Then Ψ(θn)(t)→ 0 uniformly over t ∈ [0, τ ] implies that

un(t) = εn(t)L(t) +

∫ t

0
εn(u)dG (u)→ 0

uniformly over [0, τ ].

By solving this integral equation, we obatin

εn(t) = un(0) +

∫ t

0

dun(s)

L(s−)

which implies εn(t)→ 0 uniformly. Thus, ‖θn − θ0‖∞ → 0.
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Example: Right-censored Kaplan-Meier Estimator

Condition (B), (C) and (F) were established in Chapter 2.

As ‖θ − θ0‖∞ → 0, we can directly verify condition (D) by

sup
h∈H

P(ψθ,h − ψθ0,h)2 → 0

If θ̂n is Kaplen-Meier estimator, then ‖Ψn(θ̂n)(t)‖∞ = 0 almost surely.

If the bootstrapped version is

θ̂◦n(t) =
∏

j :T̃j≤t

(1−
nP◦n[δ1{U = T̃j}]
nP◦n[1{U ≥ T̃j}]

)

where T̃j are observed failure times, then ‖Ψ◦n(θ̂◦n)‖∞ = 0 almost surely.

Then we can obtain consistency, weak convergence, and bootstrap

consistency for the Kaplan-Meier estimator.
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Using the Delta Method

An alternative approach to Z-estimators is to view the extraction of the

zero from the estimating equation as a continuous mapping.

Let Θ be the subset of a Banach space and L to be a Banach space. Let

`∞(Θ,L) to be the Banach space of all uniformly norm-bounded functions

z : Θ 7→ L. Let Z (Θ,L) be the subset consisting of all maps with at least

one zero, and let Φ(Θ,L) be the collection of all maps φ : Z (Θ,L) 7→ Θ

that for each element z ∈ Z (Θ,L) extract one of its zeros φ(z). This

structure allows for multiple zeros. Define `∞0 (Θ,L) to be the elements

z ∈ `∞(Θ,L) for which ‖z(θ)− z(θ0)‖L → 0 as θ → θ0.
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Using the Delta Method

Theorem (13.5)

Assume Ψ : Θ→ L is uniformly norm-bounded over Θ, Ψ(θ0) = 0, and

identifiable. Let Ψ also be Frechet differentiable at θ0 with continuously

invertible derivative Ψ̇θ0 . Then the continuous linear operator

φ′Ψ : `∞0 (Θ,L) 7→ linΘ defined by z 7→ φ′Ψ(z) ≡ −Ψ̇−1
θ0

(z(θ0)) satisfies:

sup
φ∈Φ(Θ,L)

‖φ(Ψ + tnzn)− φ(Ψ)

tn
− φ′Ψ(z(θ0))‖ → 0

as n→∞, for any sequences (tn, zn) ∈ (0,∞)× `∞(Θ,L) such that

tn ↓ 0, Ψ + tnzn ∈ Z (Θ,L), and zn → z ∈ `∞0 (Θ,L).
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Proof

Let 0 < tn ↓ 0 and zn → z ∈ `∞0 (Θ,L) such that Ψ + tnzn ∈ Z (Θ,L).

Choose any sequence {φn} ∈ Φ(Θ,L), and note that θn ≡ φn(Ψ + tnZn)

satisfies Ψ(θn) + tnzn = 0 by construction. Hence Ψ(θn) = O(tn). By

indentifiability, θn → θ0. By the Frechet differentiability of Ψ,

lim inf
n→∞

‖Ψ(θn)−Ψ(θ0)‖L
‖θn − θ0‖

≥ lim inf
n→∞

‖Ψ̇θ0(θn − θ0)‖L
‖θn − θ0‖

≥ inf
‖g‖=1

‖Ψ̇θ0(g)‖L

where g ranges over linΘ. Since the inverse of Ψ̇θ0 is continuous, the right

side of the above is positive. Thus there exists a universal constant c <∞
for which ‖θn − θ0‖ < c‖Ψ(θn)−Ψ(θ0)‖L = c‖tnzn(θn)‖L for all n large

enough.
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Proof

Hence ‖θn − θ0‖ = O(tn). By Frechet differentiability,

Ψ(θn)−Ψ(θ0) = Ψ̇θ0(θn − θ0) + o(‖θn − θ0‖), where Ψ̇θ0 is linear and

continuous on linΘ. The remainder term is o(tn) by previous arguments.

Combining this with the fact that

t−1
n (Ψ(θn)−Ψ(θ0)) = −zn(θn)→ z(θ0), we obtain

θn − θ
tn

= Ψ̇−1
θ0

(
Ψ(θn)−Ψ(θ0)

tn
+ o(1))→ −Ψ̇−1

θ0
(z(θ0))

The conclusion now follows since the sequence φn was arbitrary.
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Using the Delta Method

The following simple corollary allows the delta method to be applied to

Z-estimators. Let φ̃ : `∞(Θ,L) 7→ Θ be a map such that for each

x ∈ `∞(Θ,L), φ̃(x) = θ1 6= θ0 when x /∈ Z (Θ,L) and φ̃(x) = φ(x) for

some φ ∈ Φ(Θ,L) otherwise.

Corollary

Suppose Ψ satisfies the conditions of theorem 13.5, θ̂n = φ̃(Ψn), and Ψn

has at least one zero for all n large enough, outer almost surely. Suppose

also that rn(Ψn −Ψ) X in `∞(Θ,L), with X tight and ‖X (θ)‖L → 0 as

θ → θ0 almost surely. Then rn(θ̂n − θ0) −Ψ̇−1
θ0

X (θ0).
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Using the Delta Method

A drawback with this approach is that root finding algorithms in practice

are seldom exact, and room needs to be allowed for computational error.

The following corollary yields a very general Z-estimator result based on a

modified delta method. We make the fairly realistic assumption that the

Z-estimator θ̂n is computed from Ψn using a deterministic algorithm (e.g.,

a computer program) that is allowed to depend on n and which is not

required to yield an exact root of Ψn.
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Using the Delta Method

Corollary

Suppose Ψ satisfies the conditions of theorem 13.5, and θ̂n = An(Ψn) for

some sequence of deterministic algorithms An : `∞(Θ,L) 7→ Θ and

random sequence Ψn : Θ 7→ L of estimating equations such that Ψn
P→ Ψ

in `∞(Θ,L) and Ψn(θ̂n) = oP(r−1
n ) , where 0 < rn →∞ is a sequence of

constants for which rn(Ψn −Ψ) X in `∞(Θ0,L) for some closed

Θ0 ⊂ Θ containing an open neighborhood of θ0, with X tight and

‖X (θ)‖L → 0 as θ → θ0 almost surely. Then rn(θ̂n − θ0) −Ψ̇−1
θ0

X (θ0).
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Proof

Let Xn ≡ rn(Ψn −Ψ). By theorem 7.26, there exists a new probability

space (Ω̃, Ã, P̃) on which: E ∗f (Ψ̃n) = E ∗f (Ψn) for all bounded

f : `∞(Θ,L) 7→ R and all n ≥ 1; Ψ̃n
as∗→ Ψ in `∞(Θ,L); rn(Ψ̃n −Ψ)

as∗→ X̃

in `∞(Θ0,L); X̃ and X have the same distributions; and rn(An(Ψ̃n)− θ0)

and rn(An(Ψn)− θ0) have the same distributions. Note that for any

bounded f , Ψ̃n 7→ f (Ψ̃n(An(Ψ̃n))) = g(Ψ̃n) for some bounded g . Thus

Ψ̃n(θ̃n) = oP̃(r−1
n ) for θ̃n ≡ An(Ψ̃n).
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Proof

Hence for any subsequence n′ there exists a further subsequence n′′ such

that Ψ̃n′′
as∗→ Ψ in `∞(Θ,L), rn′′(Ψ̃n′′ −Ψ)

as∗→ X̃ in `∞(Θ0,L), and

Ψ̃n′′(θ̃n′′)
as∗→ 0 in L. Thus also Ψ(θ̃n′′)

as∗→ 0, which implies θ̃n′′
as∗→ θ0.

Note that θ̃n′′ is a zero of Ψ̃n′′(θ)− Ψ̃n′′(θ̃n′′) by definition and is

contained in Θ0 for all n large enough. Hence, for all n large enough,

rn′′(θ̃n′′ − θ0) = rn′′(φn′′(Ψ̃n′′ − Ψ̃n′′(θ̃n′′))− φn′′(Ψ)) for some sequence

φn ∈ Φ(Θ0,L) possibly dependent on sample realization ω̃ ∈ Ω̃. This

implies that for all n large enough, by theorem 13.5,

‖rn′′(θ̃n′′ − θ0)− φ′Ψ(X̃ )‖

≤ sup
φ∈Φ(Θ0,L)

|rn′′(φ(Ψ̃n′′ − Ψ̃n′′(θ̃n′′))− φ(Ψ))− φ′Ψ(X̃ )|

as∗→0.
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Proof

This implies ‖rn′′(An′′(Ψ̃n′′)− θ0)− φ′Ψ(X̃ )‖ as∗→ 0. Since this hold for

every subsequence, we have rn(An(Ψ̃n)− θ0) φ′Ψ(X̃ ). This implies

rn(An(Ψn)− θ0) φ′Ψ(X ).
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Using the Delta Method

The following corollary extends the previous result to generalized

bootstrapped processes. Let Ψ◦n be a bootstrapped version of Ψn based on

both the data sequence Xn and a sequence of weights W = {Wn, n ≥ 1}.

Corollary

Assume the conditions of previous corollary and, in addition that

θ̂◦n = An(Ψ◦n) for a sequence of bootstrapped estimating equations

Ψ◦n(Xn,Wn), with Ψ◦n −Ψ
P
 
W

0 and rnΨ◦n(θ̂◦n)
P
 
W

0 in `∞(Θ,L), and with

rnc(Ψ◦n −Ψ)
P
 
W

X in `∞(Θ0,L) for some 0 < c <∞, where the maps

Wn 7→ h(Ψ◦n) are measurable for every h ∈ Cb(`∞(Θ,L)) outer almost

surely. Then rnc(θ̂◦n − θ̂n)
P
 
W
φ′Ψ(X ).
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