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Abstract
Objectives: Direct measurements of domestic water fluoride content provide valuable information regarding individuals’ fluoride exposure; however, they are rare and logistically
challenging to carry out at a large scale. Here we present the development and evaluation of a novel method for the imputation of missing domestic water fluoride concentration
data informed by spatial autocorrelation.
Methods: We used domestic water fluoride concentration data that were generated in ZOE 2.0, an epidemiologic study of early childhood oral health in NC. Fluoride concentration
was measured with the EPA 300.0 method in domestic water samples that were available for approximately 25% of study participants. Residential locations were geocoded using
ArcGIS Pro 2.2 software. Additional information used included questionnaire responses on home water source and clinical data on children’s dental caries status [early childhood
caries (ECC) case status]. We initially considered 3 existing interpolation methods including inverse distance weighting (IDW), universal kriging (UK), and k-nearest neighbors
(KNN). The new method (PAMRF) was based on a combination of partitioning around medoids (PAM) clustering and Random Forest classification.
Results: A leave-one-out cross-validation (LOOCV) suggested that, based on error rates, PAMRF outperforms the other 3 methods. One-third of the 4,779 missing fluoride
values were imputed with PAMRF with >95% confidence. The estimate of association between optimal fluoride concentration (>0.60 ppm) and ECC remained virtually unchanged
between analyses of observed and observed plus all imputed data, but there were large gains in precision: observed (n=1,360)—prevalence ratio (PR)=0.86 [95% confidence interval
(CI)=0.77–0.95], P=2×10−3 vs. observed and all imputed (n=5,761)—PR=0.86 (95% CI=0.83–0.91), P=1×10−10.
Conclusion: We have developed a powerful method for imputing missing fluoride values that outperforms existing approaches. Investigators can use PAMRF to select different
sets of imputed values according to tuning parameters, allowable error rates or target sample size, depending on the requirements of their application.
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Introduction
Despite the valuable information they can provide, direct measurements of domestic water fluoride content are chal-
lenging to carry out at a large scale. Here, we used domestic water fluoride concentration data that were generated in
ZOE 2.0, a large-scale community-based epidemiologic study of early childhood oral health in North Carolina (Ginnis
et al., 2019), wherein ∼75% of study participants had missing fluoride concentration information.
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Figure 1. Geographical distribution of fluoride concentration levels, points representing the geocoded residential loca-
tions for participants in the study, missing values not included.
Given the strong spatial autocorrelation of fluoride concentration levels, our motivation was to impute the missing values
based on the measured values from families’ closest neighbors. We also used additional information from questionnaire
responses on families’ home water source, since it strongly correlated with the measured fluoride concentration.

Methods
Let Z(·) denote the continuous fluoride concentration
value, s0 denote the interpolated point, and s1, . . . , sn

denote the n closest neighbors of s0. We considered the
following three existing interpolation methods as well as
our new imputation method.
1. Inverse Distance Weighting (IDW). The missing
fluoride value can be imputed by

Ẑ(s0) =

∑n
i=1 Z(si)/d(s0, si)

p∑n
i=1 1/d(s0, si)p

(1)

where d(·, ·) is the geographical distance between two
points, p is the power parameter.
2. Universal Kriging (UK). We impute the missing
fluoride value by

Ẑ(s0) =
n∑

i=1

λiZ(si) (2)

Under the gaussian process regression model and the as-
sumption of distance-dependent covariogram C(h), the
optimal weights λi’s are given by{

c+X(X ′Σ−1X)−1(x−X ′Σ−1c)
}′

Σ−1 (3)

where c = (C(s0, s1), . . . , C(s0, sn))
′, Σ is an n× n ma-

trix whose (i, j)-th element is C(si, sj), X is the matrix
of covariates for s1, . . . , sn, and x is the vector of covari-
ates for s0. The estimated covariogram can be obtained
by modeling the semivariogram with various models.
3. K-Nearest Neighbors (KNN). We impute the
missing fluoride value by the majority vote of the k clos-
est neighbors’ fluoride levels. Here we calculate the Eu-
clidean distance between two subjects based on their X
and Y coordinates of geocoded residential locations, as
well as their home water sources.
4. PAMRF. Our new method is based on a combi-
nation of partitioning around medoids (PAM) clustering
and Random Forest classification. Within each county,
we first divide all the subjects into different clusters us-
ing PAM clustering, based on their fluoride levels, X and
Y coordinates, and home water sources. Then we train a
random forest model which accounts for the effects of res-
idential location and water source on the cluster to which
a subject belongs. We assign each subject with a missing
value into a specific cluster and impute the missing value
by the fluoride level of that cluster’s medoid.

Results & Discussion
Table 1. LOOCV error rate of each method, with optimal values selected for all tuning parameters using LOOCV.

Method KNN IDW UK PAMRF

Error rate 0.2372 0.3411 0.3611 0.2102

Table 2. Correlations between predicted results using different imputation methods based on LOOCV and true values.

True value IDW UK KNN PAMRF

True value 1.0000 0.5049 0.6095 0.6690 0.7127
IDW 0.5049 1.0000 0.6457 0.4171 0.5974
UK 0.6095 0.6457 1.0000 0.5323 0.6547
KNN 0.6690 0.4171 0.5323 1.0000 0.7331
PAMRF 0.7127 0.5974 0.6547 0.7331 1.0000

Based on the results of leave-one-out cross-validation (LOOCV), PAMRF outperforms the other three methods, with
the lowest error rate and the highest correlation with true values. Nearly one-third of the 4,779 missing fluoride
values were imputed with PAMRF with >95% confidence. By setting an appropriate threshold of minimum vote,
one can achieve error rates and target sample sizes that are specifically allowable in each application problem. The
estimate of association between optimal fluoride concentration (>0.60 ppm) and ECC remained virtually unchanged
between analyses of observed and observed plus all imputed data, but there were large gains in precision: observed
(n=1,360)—prevalence ratio (PR)=0.86 [95% confidence interval (CI)=0.77–0.95], P=2×10−3 vs. observed and all
imputed (n=5,761)—PR=0.86 (95% CI=0.83–0.91), P=1×10−10.

Figure 2. The first plot displays the function of average vote among imputed values versus total sample size. The
second plot shows patterns of LOOCV error rate and total sample size over different thresholds. The third plot presents
the significance of association between optimal fluoride concentration and ECC, based on four different sets of data.

Conclusion
We have developed a powerful method for imputing miss-
ing fluoride values that outperforms existing approaches.
While the estimate of association between optimal fluo-
ride concentration and ECC remain virtually unchanged,
we noted large gains in precision and statistical signifi-
cance when the imputed data were included in analyses.
Investigators can use PAMRF to select different sets of
imputed values by setting different thresholds, depend-
ing on the requirements regarding error rate and sample
size in their applications. In future studies, we may con-
sider other measures of distance such as Manhattan and
Gower, as well as study the influence of the distance func-
tion on the imputation performance of PAMRF. We may
further explore how to incorporate multiple imputation
into PAMRF to avoid underrepresentation of uncertainty
in a single imputation process.
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